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Abstract—The website depends on user visits to increase 
user engagement, and on-site web portals are working on 
page prediction algorithms. This paper has proposed a web 
page prediction model using the weblog feature. The raw 
weblog feature was pre-processed by applying the Markov 
model with a hierarchical structure. Markov model gives 
web page pattern with support value. Genetic algorithm 
steps did user page prediction. In a genetic algorithm, the 
fitness function uses pattern support value. The experiment 
was done on a real weblog dataset. Results were compared 
with the existing model on different evaluation parameters.  

Keywords- Data Mining, Pattern Reorganization, 
Feature Extraction, Web mining, Clustering.  
 

I. INTRODUCTION 
Web usually occupies many data, which brings challenges 
related to the efficiency to load the web pages in the 
allotted bandwidth. It is essential to improve the users' 
experience so that they are encouraged to return to any 
website. Web usage mining deals with such problems and 
so have attracted many people in real-time application. It 
is essential to understand the web applications to improve 
the user's experience in browsing websites; it is also called 
QoE or quality of experience. Web browsing is a process in 
which the clicking of the users triggers the application, 
and the user is navigated to other web pages. If there is 
some way that the expected user's interaction is 
prefetched in the browser beforehand, then it can make 
the next page accessible to the user within a fraction of a 
second. Prefetching of the web pages is to store several 
multimedia from the external domains to reduce the 
waiting time of the users who need such resources. 
However, it is not an easy process to predict the 
interaction of the user on web pages. Collecting relevant 
and detailed information on the user's expected response 
is difficult due to the target application's limitation and the 
platform. Many previous researchers have attempted [3]-
[5] to collect the user's information from the server-side, 
but that was limited to only some web-based applications. 
Such applications are found helpful to collect the 
prediction of the users who surf several web-based 
applications. Some other works were related to the client-
side and focused on collecting application executions, 
phone calls, clicks, and user interaction data. But such 
client-side data can only be implemented with 
modification of the source code of the web browser, or 
else they only are confined to be used on mobile platforms. 
The measurement overhead creates a problem in the 

 
 

scalability of the data collection, leading to limited 
information regarding user's interaction in real-time 
applications. The remaining paper was arranged in a few 
sections, while the second section gave several web 
mining methods to extract the user's information. The 
third section describes the complete proposed models 
with feature extraction—the fourth section brief 
experimental work with comparing tables. In the last 
section whole work was concluded with future work.  
 

II. Related Work 
M. A. Awad et al. in [7] Used the kth Markov and the 
Markov model to predict the user's interaction in web-
based applications. They designed a new, improved 
version of the Markov model in which the problem of 
scalability and the number of paths problem was 
addressed. Their experiment showed that the new, 
improved model was better as it reduced the number of 
paths. 
D. Xu et al. in [8], Clustering of data in an unknown area 
under unsupervised learning that deals with data 
partition to filter the required data for further learning 
was discussed. Clustering is the concept of separating 
the sessions of the users based on the similarity of the 
user's actions. T is usually done to divide the web 
session into tiny groups in which the as the difference of 
the cluster is more the distance between them is more 
and vice-versa.  
A. Verma et al. in [9] proposed a k-means algorithm to 
find a similar user session pattern. The work was based 
on using the k-nearest neighbour or KNN algorithm. 
R. Manikandan et al. in [10] provide useful web pages to 
patients recommender system was introduced that uses 
certain agents. The prominent feature of Particle Agent 
Swarm Optimization (PASO) was that it creates an 
algorithm that is denoted by a set of particle agents whose 
work was to corporate in attaining any task. Web user 
particle agent and semantic particle agent were the two 
agents shown by this research. PASO Based Web Page 
Recommendation (PASO-WPR) is an intermediate particle 
agent or program that contains a user interface that has a 
collection of information as per the user's requirements. 
PASO-WPR was carried along with data mining techniques 
on web data to study similarity in web pages. As the web 
pages with multimedia files were viewed, patient 
navigation patterns were like ontology instances and were 
not from uniform resource locators. At the same time, the 
semantic similarity was used for page clustering. 
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Arta Iftikhar in [11] gave an improved method for 
collaborative filtering, which was based on triangle 
similarity. However, there was some drawback in 
triangular similarity as it gives only common ratings of the 
users. The proposed similarity theory proposed both 
common and non-common ratings of the users. Finally, 
the outcome was complemented with URP(user rating 
preference) to study the behaviour of rating performance. 
Ying Jin et al. in [12] proposed UIQPCA as a different and 
unique approach for the hybrid user and covering 
algorithm and item-based quality. UIQPCA collects 
information from both users and web applications based 
on the quality of the web services. As the information is 
collected, the target user and the target web application is 
matched and selected. UIQPCA worked well in dealing 
with target users and its match with the target website.  
E.J. Thomson Fredrik et al. in [13] authors presented work 
that focuses on cosine the based similarity feature of a k-
mean algorithm rather than the Euclidean distance k-
mean algorithm, which was generally used traditionally. 
K-mean algorithm works on the grouping of similar data 
to find out the behavioural patterns and guess the next 
path of the browsing to make a group, and the k-means 
examine fixed k clusters available in a data set. The k-
mean method is then made to learn to analyze the next 
step of the user. 
 

III. Proposed Methodology 
This section briefs a web prediction model into figure 1 
shows a block diagram of the proposed model where the 
cleaning technique pre-processes the raw input dataset. 
After cleaning, patterns were extracted from the weblog 
using the Markov model with hierarchical; structure. 
 

 
Figure 1 Block diagram of weblog Feature extraction. 

 
Weblog Pre-processing 
The work used cleaning techniques for pre-processing of 
the input raw log dataset. Each raw log file was treated 
separately to remove a few pieces of information from the 
log as the log has information of client web browser, 

operating system, visiting website page.  The above log has 
the number of information related to client and website 
instance. Out of different information, this work utilizes a 
few of information for the work. Some data are selected, 
while other information is removed from the log and 
considers this step as cleaning in the weblog pre-
processing. So, log dataset after cleaning looks change and 
processed information further to extract patterns. 
 

Weblog Example 
157.49.79.189 - - [27/Feb/2021:22:30:14 +0530] 

"GET /good-publishing-international-journals/ 
HTTP/1.1" 200 751  "Mozilla/5.0 (Windows NT 6.3; 

Win64; x64) AppleWebKit/537.36 (KHTML, like 
Gecko) Chrome/89.0.4389.69 Safari/537.36 

 
Weblog Example 

157.49.79.189  
[27/Feb/2021:22:30:14 +0530] 

"GET /good-publishing-international-journals/  
 
Weblog 
To generate weblogs of a user cleaned dataset was further 
processed and assign each requesting page to get a unique 
number U. This U help to prepare the user weblog 
sequence. To identify the user's IP address was used, and 
the timestamp log feature was further used to generate 
the log sequence. It can be understood by relating the User 
client IP and timestamp with page unique id.  Now for 
getting the weblog, if IP 157.49.79.189 is considered as a 
user, then its weblog as per timestamp has page sequence 
/good-publishing-international-journals/ 
 
Weblog Pattern 
A weblog is a sequence of web pages visited by a user in 
fix range of timestamp., Markov second and third-order 
model was used by the work to get the pattern from this 
dataset. Markov model generates support value from the 
weblog for various set of second and thirst order patterns. 
In order to reduce the database scan, the proposed model 
read the dataset file and increased the counter of the 
second, third-order pattern. The hierarchical structure 
was prepared for each node in the structure to act as a 
counter when a node has a matching pattern and then 
counter increases. Let us understand this pattern 
generation by figure 3. where nodes act as a counter of 
pages. 
Nodes were arranged in three levels of hierarchy first level 
for first order, the next level for a second order, and the 
final level for third order. This structure works for each 
weblog were as per page id counter of matching order 
nodes were increases. So, for weblog {1, 3, 4}if first-order 
nodes [1, 3, 4] counter get increase by one, similarly 
counter second-order nodes of next level [(1,3), (1,4) 
(3,4)]. Finally, for third-order nodes [{1,3,4}] counter gets 
increased by one. The set of this pattern and the counter 
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was arranged in table 3, with the final support value 
having n number of weblogs. 

 
Figure 2 Hierarchical structure for Markov pattern 

counter of the second and third-order. 
 
Prediction Model 
Genetic algorithm steps were used for the prediction of 
the next page as per the user previous visits. 

 

 
Figure 3 Block diagram of GAWPP. 

 
Generate Population 
The population collects chromosomes, and each 
chromosome is a subset of possible pages as per the 
currently visited web page. So, the generation of the 
population in this algorithm was the same as done by the 
weblog pattern. Random Gaussian function was used for 
the page prediction from possible pages of web pattern. 
 
Fitness Function 
In order to identify feasibility for a set of chromosomes 
present in the population. The fitness value of each need 
to be calculated. As work has utilized the weblog feature 
from the raw dataset to generate the PDM feature So this 

model uses Markov support value sum as a fitness value 
for a chromosome.  
 

𝐹𝑚 =∑∑𝑊𝑒𝑏_𝑃𝑎𝑡𝑡𝑒𝑟𝑛(𝐶𝑗 , 𝑃𝑖,𝑚)

𝑐

𝑗=1

𝑝

𝑖=1

 

 
F is the fitness of the mth chromosome, where C is the 
current visits of the user, and P is the population of 
chromosome having n number of possible pages. 
 
Crossover 
As per fitness value, the best chromosomes was select 
from the population. This chromosome has a subset of 
possible pages that most likely to visit by a random user. 
So other sets of chromosomes in P get some 
characteristics from the best chromosome. It increases the 
learning of the whole class/population.  
 
Possible Page prediction 
After the t number of iteration steps (fitness function, 
crossover) final P population passes through the fitness 
function, the best-fitted chromosome is considered a 
possible page prediction subset. These chromosome 
element pages are predicted possible set of pages for the 
C visited pages of the user. 
 

IV. Experiment and Results 
The precision of a transaction is provided as the ratio of 
the number of web pages appropriately predicted, and the 
overall amount of web pages predicted. 
 
Precision = Approximate_Correct_pages / All_predictions 
 
Coverage is calculated as the ratio of the number of web 
pages appropriately predicted and the overall number of 
web pages visited by the user. 
 
Coverage = Approximate_Correct_pages / 
All_Visited_Pages 
 
M-metric is utilized to obtain a single evaluation measure, 
and it is defined in this manner. 
 
M-metric = (2xPrecisonxCoverage) / (Precision + 
Coverage) 
 
Shopping dataset: A shopping website provides code 
files for scholars "Project Tunnel" [14] and domain 
www.projecttunnel.com. Dataset has 238 pages with 
12000 sessions. 
 
Results 

Table 1 Precision based comparison of web page  

Dataset % Previous work GAWPP 

35 0.375 0.708333 

45 0.421622 0.718919 
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55 0.368889 0.657778 

65 0.390977 0.661654 

75 0.368078 0.664495 

 
Prediction models 

The precision value in table 1 shows that the GAWPP 
model has increased the page prediction precision value 
compared to the existing model in [11]. This increase in 
value was done by the use of Markov based weblog feature 
using a hierarchical structure. The use of genetic 
algorithm has also increased the possible page matching. 

Table 2 Coverage based comparison of web page 
prediction models. 

Dataset % Previous work GAWPP 

35 0.073469 0.356643 

45 0.079511 0.361413 

55 0.067977 0.330357 

65 0.070893 0.332075 

75 0.065966 0.333333 

 
The precision value in table 1 shows that the GAWPP 
model has increased the page prediction precision value 
compared to the existing model in [11]. This increase in 
value was done by the use of Markov based weblog feature 
using a hierarchical structure. The use of genetic 
algorithm has also increased the possible page matching. 

 
Table 3 M-metric based comparison of web page 

prediction models. 

Dataset % Previous work GAWPP 

35 0.122867 0.474419 

45 0.133791 0.481013 

55 0.114799 0.439822 

65 0.120023 0.442211 

75 0.111881 0.443961 

 
The M-metric value in table 3 shows that the GAWPP 
model has increased the page prediction m-metric value 
compared to the existing model in [11]. The genetic 
algorithm fitness function uses Markov support values for 
comparing chromosome sets in a population. This use of 
Markov support has increased work efficiency. 

V. Conclusions 
The Internet has become a huge source to obtain any 
information. As there is a transfer of information from 
physical media to digital online, collecting such 
information is crucial. This paper has proposed a weblog 
feature-based page prediction model. In order to extract 
the webpage feature log was pass through a hierarchical 
pattern counting structure. The genetic algorithm fitness 
function uses Markov support values for comparing 
chromosome sets in a population. This use of Markov 
support has increased work efficiency. The experiment 

was done on real data obtained from the "ProjectTunnel" 
site. The result shows that the proposed genetic algorithm 
of web page prediction has increased the precision value 
by 43.58%. In the future, the scholar can involve more 
feature in work to increase the prediction accuracy. 
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