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Abstract: - One of the important phases in the 

development of the software system is the software 

testing. It evaluates the software and reveals the 

error in a given product.  Therefore test case 

selection and prioritization are used to determine 

which test cases need to executed thereby making 

the results more effective. In the proposed approach 

for getting the next suitable test case an 

optimization technique is used called as Particle 

Swarm Optimization (PSO) technique. A fitness 

function is used for knowing the capability of the test 

case. With this fitness value test cases can be 

prioritized. Particle swarm optimization (PSO) 

method that is based on artificial intelligence (AI) 

technique. It is an optimization method that was 

developed in 1995 by Eberhart and Kennedy based 

on the social behaviors of fish schooling or birds 

flocking. In terms of software, it is a Model Based 

Technique which is helpful in finding the errors in 

the designing phase itself. Performance of PSO can 

be improved as suggested by researchers are by 

initialization of Swarm. Some of them introduced 

new parameters like constriction coefficient and 

inertia weight. On the other hand some of them 

defined different methods like inertia weight to 

improve the performance of PSO. This Paper gives 

an overview about Test-Case Prioritization and 

detailed functioning of Particle Swarm Optimization 

(PSO) Technique that can be very useful in the field 

of Software testing (Model Based Testing) 
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I. INTODUCTION 
Test case prioritization is the process of scheduling 
test cases to be executed in a particular order such 
that the test cases with a higher priority are executed 
earlier in the test sequence. Test cases are prioritized 
to increase a test suites rate of fault detection. It 
means that how quickly test suite detects faults in 
software to increase reliability. In PSO optimization 
includes finding "best available" values for some 
function given a defined domain or a set of 
constraints, which includes a variety of different 
types of objective functions and different types of 
domains and the term “particles” refers to population 
members which are mass-less and volume-less and 
are subject to accelerations and velocities towards a 
better mode of behavior. Particle swarm optimization 
(PSO) is an artificial intelligence (AI) technique that 

can be used to find approximate solutions to 
extremely difficult or impossible problems. In terms 
of computer science the particle swarm optimization 
(PSO) is a computational method which optimizes a 
problem by iteratively trying to improve a solution 
with a given measure of quality. By increasing the 
overall rate of fault detection, a greater number of 
errors can be found more rapidly in the code. As with 
the other optimization methods PSO has advantages 
and disadvantages too. Advantages of the basic 
particle swarm optimization algorithm are that PSO is 
based on the intelligence. It can be applied into both 
scientific research and engineering use. Then PSO 
have no and mutation calculation overlapping. On the 
other hand, disadvantages of the basic particle swarm 
optimization algorithm are the method easily suffers 
from the partial optimism, which causes the less exact 
at the regulation of its speed and the direction. 

II. USED ELEMENTS IN PSO 
To know PSO, first of all we need to the elements of 
PSO in brief first on is Particle- We can define the 
particle as Pi for real numbers. Fitness Function- 
Fitness Function is the function used to find out the 
optimal solution. Usually it is an objective function. 
Local Best- It is the best position of the particle 
among its all positions visited so for. Global Best- The 
position where the best fitness is achieved among all 
the particles visited so for. Velocity Update- Velocity 
is a vector to determine the speed and direction of the 
particle. Position Update- All the particles try to move 
toward the best position for optimal fitness. Each 
particle in PSO updates their positions to find the 
global optima. 

III. TEST CASE PRIORITIZATION 
We define the test case prioritization problem as 
follows: The Test Case Prioritization Problem: Given: 
T, a test suite; PT, the set of permutations of T; f, a 
function from PT to the real numbers. Problem: Find 
T0 2 PT such that (8T00) (T00 2 PT) (T00 6= T0) [f 
(T0) f (T00)]. In this definition, PT represents the set 
of all possible prioritizations (orderings) of T, and f is 
a function that, applied to any such ordering, yields an 
award value for that ordering. (For simplicity the 
definition assumes that higher award values are 
preferable to lower ones). PSO makes few or no 
assumptions about the problem being optimized and 
can search very large spaces of candidate solutions. 
However, Meta heuristics such as PSO does not 
guarantee an optimal solution. However, PSO does 
not use the gradient of the problem being optimized, 
which means that PSO does not require that the 
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optimization problem be differentiable as is required 
by classic optimization methods such as gradient 
descent and quasi-newton methods. 

 

3.1 Algorithm 
A basic variant of the PSO algorithm on a population 
(called a swarm) of particles. These particles are 
moved around in the search-space by following few 
simple formulae. The movements of the particles are 
guided to the best known position in the search-
space. When improved positions are discovered the 
movements of the swarm is guided. The process is 
repeated again and again until a satisfactory solution 
is discovered. Let f: ℝn → ℝ is the cost function which 
is to be minimized. The function takes an argument in 
the form of a vector of real numbers and a real 
number is produced as output which indicates the 
objective function value of the given Particle. The 
gradient of f is not known. The aim is to find a 
solution x for which f(x) ≤ f(y) for all y in the search-
space, which would mean x is the global minimum. By 
considering the function h = -f instead, Maximization 
can be performed. Let the number of particles in the 
swarm be S, each having a position xi ∈ ℝn in the 
search-space and a velocity vi ∈ ℝn. Let the best 
known position of particle i is pi and let g be the best 
known position of the entire swarm. A basic PSO 
algorithm is then:   

 For each particle i = 1, ..., S do:  

o Initialize the particle's position with a 
uniformly distributed random vector: 
xi ~ U(blow, bupp), where blow and bupp are the 
lower and upper boundaries of the search-
space. 

o Initialize the particle's best known position 
to its initial position: pi ← xi 

o If (f(pi) < f(g)) update the swarm's best 
known position: g ← pi 

o Initialize the particle's velocity: vi ~ U(-|bupp-
blow|, |bupp-blow|) 

 Until a termination criterion is met (e.g. number 
of iterations performed, or a solution with 
adequate objective function value is found), 
repeat:  

o For each particle i = 1, ..., S do:  

 For each dimension d = 1, ..., n do: 

 Pick random numbers: rp, rg ~ 
U(0,1) 

 Update the particle's velocity: 
vi,d ← ω vi,d + φp rp (pi,d-xi,d) + φg 
rg (gd-xi,d) 

 Update the particle's position: 
xi ← xi + vi 

 If (f(xi) < f(pi)) do:  

 Update the particle's best 
known position: pi ← xi 

 If (f(pi) < f(g)) update the 
swarm's best known position: 
g ← pi 

 Now g holds the best found solution. 

Table 1: Basic Variant of PSO 

 
3.2 Parameter selection 
The choice of PSO parameters greatly affects the 
optimization performance. Therefore it is very 
important that the parameters must be selected as 
such that the maximum output can be obtained. By 
using another overlaying optimizer, a concept known 
as meta-optimization, the parameters can be tuned. 

3.3 Inner workings 
There are several different opinion how the PSO 
algorithm can perform optimization. A common belief 
is that the behavior of the swarm varies between 
exploratory behaviors means searching a broader 
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region of the search-space, and exploitative behavior, 
that is, a locally searched so as to get the best 
optimum result. Another school of thought is that the 
behavior of a PSO swarm is not well understood in 
terms of how it affects actual optimization 
performance, especially for higher-dimensional 
search-spaces and optimization problems that may be 
discontinuous, noisy, and time-varying. This school of 
thought rarely tries to find PSO algorithms and 
parameters that cause good. Such studies have led to 
the simplification of the PSO algorithm. 

            IV. CONCLUSION 
Several parameters have been found to improve the 
performance of PSO. These include: initialization of 
population- If these particles be initialized correctly 
then the performance can be enhanced to a great 
extent, inertia weights- balance the exploration-
exploitation trade off, mutation operators- the global 
best particle the local best particle with different 
techniques can be mutated velocity clamping. If the 
velocity of a particle exceeds the maximum allowed 
speed limit, it will set a maximum value of the 
velocity. Some environments are proposed which can 
improve the performance of PSO. These include: 
multi-objective optimization with PSO and dynamic 
environment with PSO. Many different variants of 
PSO have also been proposed here. 
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