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Abstract — Wavelet based denoising is widely popular 
due to properties such as sparsity and multi-resolution 
structure.  Wavelets based denoising attempts to remove 
noise present in the signal while preserving the signal 
characteristics, regardless of its frequency content. The 
wavelet based methods are based on the concept of 
thresholding the Discrete Wavelet transform coefficients 
affected by Gaussian noise. Wavelet-based denoising 
methods employ nonlinear thresholding of wavelet 
coefficients in the time-scale transform domain. There 
are a variety of thresholding techniques. This paper 
proposes a modified Bayes Thresholding based Wavelet 
Filter for Gaussian noise removal.  The modified 
BayesShrink used is smoothness adaptive and sub band 
dependent which implies that thresholding is done at 
each band of resolution in the wavelet decomposition. 
The proposed algorithm is tested on different images 
and is found to produce better results in terms of the 
qualitative and quantitative measures of the image for 
both low and high density Gaussian noise images in 
comparison to many existing techniques.  

Keywords- Gaussian noise, Wavelets, Bayes 
Thresholding.  

I. INTRODUCTION 
The transmission and acquisition of images is 

frequently plagued by additive Gaussian noise. The 
Gaussian noise[1]-[10] is widely used to model thermal 
noise and, under some often reasonable conditions, is 
the limiting behavior of other types of noise, e.g., 
photon counting noise and film grain noise. Unlike 
impulse noise, which influences a few pixels only, this 
type of noise affects all pixel values. 

Gaussian noise is characterized by adding to each 
image pixel a value from a zero-mean Gaussian 
distribution. The zero-mean property of the 
distribution helps in removing such noise by locally 
averaging pixel values.  

A wide variety of linear and non-linear 
techniques[11]-[22] have been proposed in the 
literature including Median filter, Arithmetic filter, 
Gaussian Filter, Wiener Filter and the Wavelet 
transform approach. Conventional linear filters, such as 
arithmetic mean filter and Gaussian filter remove noise 
effectively but blur edges. The Wiener filter is the mean 
square error-optimal stationary linear filter for images 
degraded by additive noise and blurring. However a 
common drawback of the practical use of this method 
is the fact that they usually require some ‘a priori’ 
knowledge about the spectra of noise and the original 
signal. This information is essential for choosing the 
optimal values of both the parameter and the threshold 
values. Unfortunately, such information is often not 

available in real time applications. Also Wiener filter 
experiences uniform filtering throughout the image, 
with no allowance for changes between low and high 
frequency regions, resulting in unacceptable blurring 
of fine detail across edges and inadequate filtering of 
noise in relatively flat areas. Since the goal of the 
filtering action is to cancel noise while preserving the 
integrity of edge and detail information, nonlinear 
approaches generally provide more satisfactory results 
than linear techniques.  

A number of techniques using wavelet-based 
thresholding [11], [13], [14], [18], [20]-[22] have been 
proposed recently by researchers. Wavelet transform, 
because of its signal representation with a high degree 
of sparseness and its excellent localization property, 
has rapidly become an indispensable image processing 
tool for a variety of applications, including denoising.  A 
well known wavelet thresholding algorithm, named 
Wave Shrink, was introduced by Donoho in 1995 as a 
powerful tool for denoising signals degraded by 
additive white noise. Wave Shrink is based on the fact 
that for many of real-life signals, a limited number of 
wavelet coefficients in the lower sub bands are 
sufficient to reconstruct the original signal. Usually, the 
numerical values of these coefficients are relatively 
large as compared to noise coefficients. Therefore, by 
eliminating (shrinking) coefficients that are smaller 
than a specific value, called threshold, the noise can be 
nearly eliminated, while preserving the coefficients 
necessary to keep important attributes of the original 
image such as edges. Thus, choosing threshold values is 
extremely important. In the literature, various 
techniques for adaptive selection of threshold values, 
and new thresholding methods including fuzzy logic, 
neural networks, and wavelet packet base using 
Wiener filter are reported.  

This paper proposes a modified Bayes 
Thresholding based Wavelet Filter where the Modified 
BayesShrink is smoothness adaptive and sub band 
dependent which implies that thresholding is done at 
each band of resolution in the wavelet decomposition. 
Computational simulation indicates that the proposed 
technique provides significant improvement over 
many other existing techniques in terms of PSNR for 
Gaussian noise removal.  

The rest of the paper is organized as follows. The 
proposed methodology is introduced in Section II. The 
experimental results and comparison table are 
presented in Section III. The conclusions are provided 
in Section IV.   

II.    PROPOSED METHODOLOGY 
Wavelet-based denoising is immensely prevalent 

due to properties such as sparsity and multi-resolution 
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structure. Denoising by wavelet based transform is 
performed by standard thresholding algorithm which 
is governed mainly by either ‘hard’ or ‘soft’ 
thresholding function as shown below in Fig. 1. 

 
Fig. 1 Thresholding (a) Soft   (b) Hard 

In hard thresholding, the wavelet coefficients with 
values lying below the threshold  are substituted by 
zero and coefficients above the threshold are not 
changed. If x, y denote the input and output 
respectively, then the hard threshold Th(y,) is given 
by:  

              Th(y,  ) =   
           
           

                 (1) 

In soft thresholding, the wavelet coefficients are 
shrunk towards zero by an offset. The soft 
thresholding operator Ts(y,  ) is given as  

               Ts(y,  ) =   
                   

                      
                           

            (2) 

Generally, soft thresholding is preferred for the 
following reasons: 

1) Soft-thresholding has been shown to achieve near-
optimal minimax rate over a large range of Besov 
spaces.[7] 

2) For the generalized Gaussian prior, the optimal 
soft-thresholding estimator yields a smaller risk 
than the optimum hard-thresholding estimator. 

3) The soft-thresholding method yields more visually 
pleasant image over hard-thresholding because 
the  

Latter is discontinuous and yields abrupt artifacts in 
the recovered images especially when the noise energy 
is significant.  

Therefore, normally soft-threshold is used in most 
of the thresholding methods. The modified 
thresholding technique is now applied to the noisy 
image. The following three-stage approach is used to 
implement wavelets based thresholding methods to 
denoise the corrupted image.  

Step 1: Computation of the discrete wavelet transform 
(DWT) of the noisy image.  

Step 2: Removal of noise from the wavelet coefficients 
by employing suitable thresholding method. 

Step 3: Reconstruction of the enhanced image using 
inverse discrete wavelet transforms (IDWT).  

The modified BayesShrink uses soft thresholding 
and is sub band dependent [14], which means that 

thresholding is done at each band of resolution in the 
wavelet decomposition. The modified Bayes threshold 
(TB) is smoothness adaptive and is given by: 

                                    TB  =       
  
 

    
                               (3) 

Where   
  is the noise variance and   

  is the signal 
variance without noise. In the conventional Bayes 
threshold expression,        Here value of     is 
adaptive to different sub band characteristics and is 
given in eq.(4) as  

                                             
 

 
                                                     (4)                            

Where L is the number of wavelet decomposition level 
and k is the level at which sub band is available.  

The noise variance needs to be estimated first. In 
some situations, it may be possible to measure   

  
based on information other than the corrupted image. 
If such is not the case, it is estimated from the subband 
HH1 (fig. 2) by the robust mean estimator shown in 
eq.(5)  below: 

   = 
              

      
    ,     Yij    sub band HH1  (5) 

 
 
 
 
 
 
 
 

 

 

 

Fig. 2. Three levels of wavelet decomposition 

From the definition of additive noise,  

X(i,j)  = f(i, j) + n(i, j)                            (6) 

 

Where X(i,j)  is the (noise) corrupted image, f(i, j) is the 
original signal and n(i, j) is the noise. Since the noise 
and signal are independent of each other, it can be 
stated that  

  
    =   

 
 +   

 
                                        (7) 

Now 2
X can be computed as follows: 

    
  = 

 

  
         

              (8) 

The variance of the signal, 2
f, is computed as  

  
   =             

    
                (9) 

In the trivial case, the value of   
  may be zero, making 

the value of threshold TB to be infinite. In this case, all 
the coefficients are set to zero. With 2

f and   
 , the 

Bayes threshold is computed using eq. (3). Using this 
expression of threshold, the wavelet coefficients are 
threshold at each sub band. 
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The process for reducing Gaussian noise using the 
Modified Bayes-Shrink wavelet based thresholding is 
described as follows: 

Stage 1: Decomposition of the corrupted image with 
db8 wavelet at level 4 to obtain detail and 
approximate sub-band. In this case, there will 
be level 4 approximate sub-band, and four 
detail sub-bands each for level 1, 2, 3 and 4.  

Stage 2: Apply the modified Bayes-Shrink soft 
threshold to each of the detail sub-bands so 
obtained to reduce noise. 

Stage 3: Application of the inverse discrete wavelet 
transform to the output of stage 2 to obtain 
the denoised output.  

III. SIMULATION RESULTS 
This section compares the proposed algorithm 

with other existing techniques based on their 
simulation results. Peak signal-to-noise ratio (PSNR) is 
used to access the restoration results which measures 
how close the restored image is to the original image. 
The PSNR (dB) is defined as  

  PSNR=        
       

 

   
                     

   
   
   

      (10) 

Where b refers to a b-bit image, M x N is the size of the 
image, X(i,j) refers to the original image and Y(i,j) refers 
to the denoised image. Since image is subjected to the 
human eyes, visual inspection is also carried out on the 
filtered images to judge the effectiveness of the filters 
in removing impulse noise. 

TABLE 1 

 

Table 1 compares the restoration results in PSNR (dB) 
of the Modified Bayes Thresholding based Wavelet 
Filter (MBTWF) for 512x512 grayscale image ‘Lena’ 
corrupted by Gaussian noise of various noise levels. 
Fig. 3 compares the restoration results of various 
filters graphically, and is followed by their visual 
presentation in Fig. 4. 

Comparison of restoration results of Modified Bayes-
Shrink thresholding based Wavelet Filter in terms of 

PSNR(dB) for image ‘Lena’

 

Fig. 3. Restoration Results for ‘Len’ Image 

 

 

 

 
Fig. 4. Restoration Results for σ=50 for                           
(a) AWMDF(3X3)  b) AWMF(3X3)  (c) Wiener Filter (d) 
Average Filter  (e) VisuShrink (f) Sure Shrink                         
(g) MBTWF 
 
It can be seen from these figures that the proposed 
filter performs significantly better than the median, 
mean, Wiener, VisuShrink and Sure Shrink filter at both 
low and high noise levels at both quantitative and 
qualitative levels. It can reduce the Gaussian noise 
efficiently while preserving the edges at both low and 
high noise levels.  
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IV. CONCLUSION 
A novel Modified Bayes Thresholding based 

Wavelet filter is proposed in this paper which can 
reduce Gaussian noise efficiently while preserving the 
edges very well. This technique is suitable for both low 
and high noise levels. The experimental results 
demonstrate that the proposed approach performs 
much better than other existing techniques in terms of 
both quantitative evaluation and visual quality.  

Future research may be in the direction of 
reducing the processing time when the image is 
corrupted by high density of Gaussian noise. 

 

REFERENCES 

[1]. R. C. Gonzalez and R. E. Woods, “Digital Image 
Processing”, 2nd edition, Prentice Hall, 2002. 

[2]. R. C. Gonzalez, R. E. Woods and S. L. Eddins, “Digital 
Image Processing Using MATLAB”, Pearson, 2004. 

[3]. B. Chanda and D. Majumdar, “Digital Image 
Processing and Analysis”, Prentice Hall of India, 
1996.  

[4]. A. K. Jain, “Fundamentals of Digital Image 
Processing”, Prentice Hall of India, 1989. 

[5]. K. R. Castleman, “Digitial Image Processing”, 
Pearson, 1996. 

[6]. M. Petrou and C. Petrou, “Image Processing –The 
Fundamentals”, 2nd edition, Wiley, 2010. 

[7]. A. Bovik, “Handbook of Image and Video 
Processing”, Academic Press, 2000. 

[8]. R. M. Rao and A. S. Bopardikar, “Wavelet 
Transforms- Introduction to Theory and 
Applications”, Pearson Education, 2002.  

[9]. M. Alasdair, “Introduction to Digital Image 
Processing with MATLAB”, Cenage Learning, 2004. 

[10]. S. Jayaraman, S. Esakkirajan and T Veerakumar, 
“Digital Image Processing”, Tata McGraw Hill, 2009. 

[11]. D. L. Donoho and I. M. Johnstone, “Ideal Spatial 
Adaptation via Wavelet Shrinkage”, Biometrika, Vol. 
81, No. 3, pp. 425–455, 1994. 

[12]. D. L. Donoho and I. M. Johnstone, “Adapting to 
Unknown Smoothness via Wavelet Shrinkage,” 
Journal Amer. Stat. Assoc., Vol. 90, No. 432, pp. 
1200–1224, 1995. 

[13]. D. L. Donoho, “De-noising by Soft-Thresholding”, 
IEEE Trans. Inf. Theory, Vol. 41, No. 3, pp. 613–627, 
May 1995. 

[14]. S. G. Chang, B. Yu, and M. Vetterli, “Adaptive Wavelet 
Thresholding for Image Denoising and 
Compression”, IEEE Trans. on Image Process., Vol. 9, 
No. 9, pp. 1532–1546, Sep. 2000. 

[15]. L. Sendur and I. W. Selesnick, “Bivariat Shrinkage 
Functions for Wavelet-Based Denoising Exploiting 
Interscale Dependency”, IEEE Trans. on Signal 
Process., Vol. 50, No. 11, pp. 2744–2756, Nov. 2002. 

[16]. J. Portilla, V. Strela, M. Wainwright and E. Simoncelli, 
“Image Denoising Using Gaussian Scale Mixtures in 
the Wavelet Domain”, IEEE Trans. Image Process., 
Vol. 12, No. 11, pp. 1338–1351, Nov. 2003. 

[17]. D. Cho and T. D. Bui, “Multivariate Statistical 
Modeling for Image Denoising Using Wavelet 
Transforms”, Signal Processing: Image Commun., 
Vol. 20, No. 1, pp. 77–89, 2005. 

[18]. G. Y. Chen, T. D. Bui, and A. Krzyzak, “Image 
Denoising with Neighbour Dependency and 
Customized Wavelet and Threshold,” Pattern 
Recognit., Vol. 38, No. 1, pp. 115–124, 2005. 

[19]. G. Deng, D. B. H. Tay and S. Marusic, “A Signal 
Denoising Algorithm Based on Overcomplete 
Wavelet Representations and Gaussian Models,” 
Signal Process., Vol. 87, No. 5, pp. 866–876, May 
2007.  

[20]. T. Blu and F. Luisier, “The SURE-LET Approach to 
Image Denoising,” IEEE Trans. Image Process., Vol. 
16, No. 11, pp. 2778–2786, Nov. 2007. 

[21]. S. Sudha, G. R. Suresh and R. Sukanesh, “Wavelet 
Based Image Denoising Using Adaptive Subband 
Thresholding”, International Journal Soft Comput., 
Vol. 2, No. 5, pp. 628–632, 2007.  

[22]. M. Nasri and H. Nezamabadi-Pour, “Image 
Denoising in the Wavelet Domain Using a New 
Adaptive Thresholding Function”, Neurocomputing, 
Vol. 72, No. 4–6, pp. 1012–1025, 2009. 

Author’s Profile 
Dr. Sandip Mehta received 
Bachelor of Engineering degree in 
Electrical Engineering and Master 
of Engineering (Control Systems) 
both from M.B.M. Engineering 
College, Jodhpur, in 1994 and 2002 

respectively. He received his PhD Degree from 
M.B.M. Engineering College, Jodhpur, in 2014. 
Currently he is Professor in Department of Electrical 
and Electronics Engineering, at JIET Group of 
Institutions. He has over 18 years of experience in 
academics, research and industry.  He is registered 
PhD supervisor in RTU, Kota. His areas of interest 
include Electromagnetic Field Theory, Electric and 
Electronics Engineering Materials, Electrical 
Machines-Theory and Design, Power Electronics, Soft 
Computing and Image Processing.  
 

 
 
 
 
 
 
 


