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Abstract: - The most important role of the information 
retrieval is to satisfy user queries. Query recommendation is 
one of the best methods for assisting users to fulfil the user’s 
information need by suggesting queries related to current 
users need by maintaining query log processing files. 
Considering these requirements segmentation of User's Task 
to understand the user search behaviour is the new field of 
research for various researchers. Massive volumes of search 
log data have been collected in several search engines. 
Currently, a commercial search engine collects billions of 
queries and gathers terabytes of log data on each single day. 
At times user moves from one   site to another because 
latency time of the site is more, so the researchers found this 
as an essential subject for research. Analysis and 
optimization of power consumption in cloud computing 
using Green algorithm, and study of power consumption, 
consumed by equipment server in a virtualized environment. 
In this paper, analysis and optimization of power 
consumption in cloud computing is done. In this we analyse 
the power consumed by server and use new method which 
take low amount of energy. Based on the fact that resource 
utilization directly relate to energy consumption, we are 
going to model their relationship. Study should impact on 
power savings. 

Keywords: Cloud Computing, Green Computing, Virtual 
Machine. 

1. INTRODUCTION 
In past a few years software and computer services are 
located or migrated to a remotely data centers which are 
used by different vendors. This data center migration leads 
to increased power density with raising the energy cost as 
well as the power consumption. Data Centers needs to be 
managed, management of this data center faces some 
problems like how to tread off power consumed by the 
equipment and applications quality of services, For solving 
the QoS of application and equipment‘s power 
consumption some of work is done to reduce the power 
consumption based on Metrics and Task Scheduling 
Policies for Energy Saving in Multi core Computers. 

There are many approaches-:  
Product longevity, algorithmic potency, Resource 
allocation, Virtualization, Power management etc. for 
inexperienced computing. Here power consumption is 
analysed and improvement are done victimization some 
intensive application like input output and hardware 
intensive and hybrid readying of application, and 
algorithmic potency approach is employed for 
inexperienced computing. Power consumption is analysed 

by resource allocation so analysed the facility consumed 
by the instrumentality and resources that are allotted. 
Cloud computing is extend of Grid Computing, Distributed 
Computing and Parallel Computing. It's to supply secure, 
quick, convenient knowledge storage service centred by 
net. Cloud computing is attracting nice attention these 
days. The elastic nature of cloud makes it appropriate for 
pretty much any kind of organization. The most important 
challenge two-faced by cloud users and suppliers are unit 
security considerations towards cloud services. These 
security problems acts as a barrier within the growth of 
cloud computing. The trust between supplier and users is 
that the most significant issue to be thought of for a cloud 
service and application. The notion of trust among the 
assorted cloud users is additionally essential to push the 
name of varied cloud suppliers and their offered services. 
Here we tend to gift associate study of security threats 
during a cloud computing surroundings. Resolution exists 
to a particular extent for numerous problems. There are a 
unit trust based mostly solutions offered to supply security 
in numerous cooperative environments. Analysis of those 
resolutions are often wont to have faith in a trust based 
mostly solution during a cloud computing surroundings. 
Today‘s computing vision is utility based mostly shoppers 
solely have to be compelled to pay supplier only and the 
way they access, they have to not invest a lot of associated 
there's no have to be compelled to develop an complicated 
and dear infrastructure, this model of computing is cloud 
computing. Cloud suggests that a user will access 
application as a service from anyplace within the world on 
demand cloud computing services area unit supported by 
a state of information centre (data server) that uses the 
virtual machines for isolation purpose. Cloud computing 
delivers infrastructure platform and code (application) as 
a service on demand as a subscription primarily based 
services [3]. To scale back the ability consumption here the 
term inexperienced computing is employed. When we tend 
to introduced the term inexperienced computing we 
thought going inexperienced with computers [2]. 

2. GREEN COMPUTING 
Green Computing is outlined in numerous contexts, 
environmentally, socially and politically with relevance 
effective and economical use of energy to realize 
competitive advantage in terms of an energy-cost saving 
strategy, and reduction to carbon emission/footprints, 
recyclability, biodegradability, and borderline impact to 
the surroundings. The non-compliance to environmental 
problems, global climate change indicators, potency 
connected laptop technologies, gave rise to the 
inexperienced computing agenda with relevance long run 
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edges and come on investment.[green computing and 
sustainability] inexperienced computing or inexperienced 
IT, refers to environmentally property computing or IT.  
                 It the study and observe of coming up with, 
producing, using, and taking out ICT with efficiency and 
effectively with borderline or no impact on the 
surroundings. Inexperienced IT conjointly strives to 
realize economic viability and improved system 
performance and use, whereas lasting by our social and 
moral responsibilities. Thus, inexperienced IT includes the 
scale of environmental property, the political economy of 
energy potency, and therefore the total value of 
possession, which incorporates the value of disposal and 
utilization. 

3. VIRTUALIZATION 
Rather than having one laptop for every service or set of 
services, you'll instead consolidate every server onto a 
bigger virtualized system that uses its resources to the 
fullest, and contains a lot of smaller energy footprint. 
These advantages in many ways: [19] one. It reduces the 
overall quantity of hardware utilized in your surroundings 
a pair of. Idle Virtual servers are often supercharged off 
three. The virtualized server can have a lot of less idle time 
and waste less four. The overall volume of area, air, and 
rent are reduced. Knowledge centres will assign to a 
hundred times the energy per square measure of typical 
workplace area. 5. Some power firms pay rebates for 
conversion to virtualized systems. There’s a powerful 
affiliation between virtualization, capability designing, and 
performance management owing to the intense 
performance needs that square measure placed on virtual 
servers. Once in situ, virtual systems have a novel power 
flexibility that permits for power consolidation, efficiency, 
and skill to power-off unused systems. Laptop 
virtualization refers to the abstraction of laptop resources, 
like the method of running 2 or additional logical laptop 
systems on one set of physical hardware. The conception 
originated with the IBM mainframe operational systems of 
the Sixties, however was commercialised for x86-
compatible computers solely within the Nineteen Nineties. 
With virtualization, a supervisor might mix many physical 
systems into virtual machines on one single, powerful 
system, thereby unplugging the initial hardware and 
reducing power and cooling consumption. Many business 
firms and ASCII text file comes currently provide code 
packages to modify a transition to virtual computing [20] 
In case of server consolidation, many small physical 
servers are replaced by one larger physical server, to 
increase the utilization of costly hardware resources such 
as CPU. Although hardware is consolidated, typically OS 
are not. Instead, each OS running on a physical server 
becomes converted to a distinct OS running inside a virtual 
machine. The large server can "host" many such "guest" 
virtual machines. This is known as Physical-to-Virtual 
(P2V) transformation. 

 
Figure 1 Cloud Infrastructure 

A new virtual machine may be provisioned PRN while not 
the necessity for up-front hardware purchase. Also, virtual 
machine may be simply re-located from one physical 
machine to a different PRN. For instance, a sales person 
reaching to a client will copy a virtual machine with the 
demonstration computer code to its portable computer, 
while not the necessity to move the physical laptop. At an 
equivalent time and error within a virtual machine doesn't 
damage a bunch system, therefore there's no risk of 
breaking down the OS in aforesaid portable computer. 

 
Figure 2 Virtualization Benefits 

4. ANALYSIS AND PROPOSED WORK 
This section of document provides the analysis of 
literature survey and approach to find the solution for 
solving the energy consumption problem. The planned 
work is indented to beat the facility consumption over 
cloud servers. In experienced computing is a sophisticated 
technique wherever the facility consumption of system is 
reduced and higher potency of system is target to realize. 
The planned pan is provides a replacement approach to 
scale back the facility consumption.  
 

 
Figure 3. Data center 
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There for a straightforward diagram is given in figure 3, 
wherever the fundamental method is provided. A data 
center is composition of range of Virtual machines. These 
VMs area unit contains CPUs or in alternative words these 
VMs contains their own procedure resources. To task 
allocation and distribution some programming and 
management policies area unit enabled to produce 
economical mainframe allocation. 

 METHODOLOGY URGED 
This section includes the previous technique of VM 
programming and enforced technique description. The 
new technique includes the algorithmic rule details and 
their process steps. In step with a writing [14] one among 
the ways in which to scale back power consumption by a 
data enter is to use virtualization technology. This 
technology permits one to consolidate many servers to at 
least one physical node as Virtual Machines (VMs) 
reducing the quantity of the hardware in use. Recently 
emerged Cloud computing paradigm leverages 
virtualization and provides on-demand resource 
provisioning over the web on a pay-as-you go basis [15]. 
This permits enterprises to drop the prices of maintenance 
of their own computing surroundings and source the 
procedure has to the Cloud. It’s essential for Cloud 
suppliers to supply reliable Quality of Service (QoS) for the 
shoppers that area unit negotiated in terms of Service 
Level Agreements (SLA), e.g. throughput, time interval. 
Therefore, to make sure economical resource management 
and supply higher utilization of resources, Cloud suppliers 
(e.g. Amazon EC2) need to influence power-performance 
trade-off, as aggressive consolidation of VMs will cause 
performance loss. 

5.1 Planned Theme  
It is based on cloud Sim project to simulate a cloud based 
network .to show how we can minimize the CPU 
consumption in a cloud network. Cloud SIM is open source 
project developed by using   java. In our proposed work we 
used fuzzy rule for getting the best VM for exec. Host-
BandWidth, Vm-Ram, Vm-Size, This 3 parameter is used 
for find out the best Vm in the host. First we normalize 
these 3 values in between 0-1 by using the following 
formula. nor = (max - x)/ (max-min) 
 
5.2 DESIGNED SYSTEM DESIGN 
We add a java class in package 
org.cloudbus.cloudsim.core.CloudSim named as Proposed 
Vm Allocation Policy who controls the VM. allocation 
policy for our proposed work .in gui package create a 
Mainfrm.java which have logic for our simulate all the 
input values can be edit when we simulate. on every page 
number of user is how many user number of Vms is Vm 
number Cloudlet is total process coming in any host. 
 

 
Figure 4. System architecture 

 
5.3 PARAMETERS OF WORK  
In our proposed work we used fuzzy rule for getting the 
best VM for exec. Host-Band-Width, Vm-Ram, Vm-Size,  We 
make fuzzy rules as follow, 0-3 low, 3-7 mid , 7 high , And 
assign this rules for every Vm. means if fuzzy rule is high 
then it is the best Vm. Machine to use so we add the weight 
+2 And if the fuzzy rule is for the any Vm. machine is Low. 
Then it the worst Vm .machine to use so we add the weight 
-2 and if any VM is not available then we goes to use this 
vm. 

6.  IMPLEMENTATION DETAILS 
Implementation of the proposed power management 
algorithm is performed using NETBEANS IDE and 
CloudSim. To implement the desired cloud simulation 
some additional reference classes are required to use and 
some of them are implemented by us. This section 
provides information about the designed classes and 
reference classes. Overview of CloudSim functionalities:  

I. Support for modelling and simulation of large scale 
Cloud computing data centers  

II. Support for modelling and simulation of virtualized 
server hosts, with customizable policies for 
provisioning host resources to virtual machines  

III. Support for modelling and simulation of energy-
aware computational resources  

IV. Support for modelling and simulation of data center 
network topologies and message-passing 
applications  

V. Support for modelling and simulation of federated 
clouds  

VI. Support for dynamic insertion of simulation 
elements, stop and resume of simulation  

VII. Support for user-defined policies for allocation of 
hosts to virtual machines and policies for allocation 
of host resources to virtual machines. 

    6.1 PROCESS MANUAL 
This section of document includes process that is executed 
in system, to demonstrate the functioning of the 
implemented system. This section includes operations that 
are working system. 
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Figure 5 MDI SCREEN 

Given figure 5 provides the multiple document interface 
(MDI) document implementation. The main responsibility 
of multiple document interfaces is to organize all the 
classes and user interface into single place. Therefore, this 
class includes a menu for navigation with the simulation 
system. This menu includes the results and simulation 
options, for selection of methods and performance 
visualization. 
 

 
Figure 6 Create virtual machines 

 
           Figure 7 Generate Traffic 
 

 
Figure 8 Build a host 

In next screen fig 6 we are creating a virtual machine. In 
this screen we will require different vms parameters i.e. 
vm image size (mb), ram (mb), mps for vm, number of cpu, 
and one exit button is given to directly come out of this 
screen. In the next screen fig 7 provides traffic for cloud, 
Cloud is reshaping global data traffic and cannot be 

ignored. Businesses need to find out how to leverage cloud 
to grow their business and innovate. Traffic for cloud will 
require length, file size (mb), mps for host and output size 
(MB). In the next screen fig 8 provides build a host in 
which we will require to provide host ram (mb), storage 
(mb) and bandwidth. where first a previously developed 
model of CloudSim is used for simulating CPU utilization 
time. A button provided to select previous load on cloud, 
and a button additionally provided to run the desired 
simulation with selected work load file. With this button a 
progress bar included which provide the progress of 
simulation. After successfully compilation of simulation 
their CPU utilization estimated. The evaluated 
performance is given in the same screen under simulation 
results. In the next screen fig 10 provides the simulation of 
old method where first a previously developed model of 
CloudSim is used for simulating the CPU utilization time in 
cloud. A button provided to select previous load on cloud, 
and a button additionally provided to run the desired 
simulation with selected work load file. With this button a 
progress bar included which provide the progress of 
simulation.  
 

 
  Figure 9 VM Scheduling methods 
In next screen figure 9 provides VM scheduling methods  

 
  Figure 10 Simulation using Old Method. 
 

 
Figure. 11 Successful simulations (old method) 
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In the next screen fig 11 provides successfully compilation 
of simulation and CPU utilization time is estimated. The 
evaluated performance is given in the same screen under 
simulation results. 

 
Figure. 12 implementation of proposed method 

The simulation given using figure 12 also uses the same 
parameters and simulates the methods effectiveness. The 
simulated CPU utilization time is given in the above screen. 
The comparative CPU utilization using both methods is 
required for more justification of the proposed method for 
CPU utilization time. 

 
Figure 13 plotting Graph 

 
Figure 14 graph plot of old method 

 
Figure 15 Compare Execution Time and Process 

 
In the next screen fig 13 plots graph of cpu utilization of 
proposed method. The graph is plotted between execution 
time and process number. In the next screen fig 14 plots 
graph of cpu utilization of old method. The graph is plotted 
between execution time and process number. The above 
graph fig 15 provides the graph of execution time vs 

process of old and proposed method. the graph clearly 
display execution time of proposed method is 
comparatively less than the old method. The above graph 
fig 16 provides the graph of cpu consumed time vs process 
of old and proposed method. the graph clearly display cpu 
consumed time of proposed method is comparatively less 
than the old method. 

6. PERFORMANCE ESTIMATION OF RESULT AND 
COMPARISON 

The overall system performance included in this section is 
provided on the basis of cpu consumption in old method 
and proposed method. show cpu time consumed in old and 
proposed method. 
 

 
 

Figure 16 CPU consumed vs Process 
 

Table 1 Average time consumed in seconds 
 

Experiments  Old Method  Proposed Method  

1. 43.28 37.04000 

2. 86.55 74.0799 

3. 129.83 111.119 

4. 173.12 148.159 

 
7. CONCLUSION 

By using various advanced soft/hardware technologies, 
green computing lowers the work load of the present 
computer systems, improves their operation efficiency, 
reduces the number of the computer systems, further 
decreases the associated power consumption, and 
improves their designs, improve the resources utilization 
ratio and recovery, reduces the emissions of carbon 
dioxide/greenhouse gas, in order to realize energy-saving, 
environmental protection and economy [8] [9]. Green 
computing involves system structure, system software, the 
parallel distributed computing and computer network. It 
aims at the low consumption of computing system for new 
computer system structure and the new calculation model 
including cloud computing [10]. Cloud computing is a 
powerful tool for human, that provides huge data storage, 
computational efficiency with low cost. Due to this a large 
amount of power consumed, and other harmful gases like 
CO2 are releases. This thesis provides the overview of 
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green computing and a novel way of green computing. 
Therefore, various green computing models and research 
articles are analyzed using a rich literature survey.  That 
literature collection guides us for designing and 
implementing a power management option using virtual 
machine allocation policy. There are various others effort 
available for reducing the power consumption of 
computational cloud. But they are cost effective and 
complex. Therefore a simple and efficient method is 
required. The proposed virtual machine allocation 
scheduling method is simple and efficient. The desired 
simulation methodology is implemented and simulated in 
CloudSim simulation environment and with the help of Net 
Beans IDE using java programming language. CloudSim 
provides the discrete simulation environment by which 
simulation of high level aspects of computing can be 
simulated easily. Finally the proposed methodology is 
implemented and simulated by which the virtual machine 
allocation is improved and power consumption is reduced. 
To justify the obtained results the proposed technique is 
compared with previously available method of MAD 
virtual machine scheduling. Comparative results show that 
the proposed technique reduces approximately 7-15% 
time consumption with respect to the old method. Here the 
time consumption is measured in terms of seconds. The 
proposed VM allocation in cloud computing provides 
efficient virtual machine allocation and time saving. And 
the performance results are provides the adoptability of  
proposed method. 
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