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Abstract

The cloud computing environments demand efficient re-
source management and load balancing to optimize per-
formance, scalability, and cost-effectiveness. This research
proposes a novel approach to dynamic resource manage-
ment and load balancing using efficient hierarchical clus-
tering techniques. By leveraging the hierarchical cluster-
ing, the proposed framework dynamically groups cloud re-
sources based on workload patterns, resource utilization,
and system demands. This employs a multi-level clus-
tering strategy to categorize virtual machines and tasks,
which enables the adaptive resource allocation and load
distribution. Simulations results demonstrate that the pro-
posed technique significantly improves resource utilization,
reduces response times, and enhances system scalability
compared to traditional load balancing algorithms. The
proposed approach also minimizes the energy consumption
and operational costs, which makes it suitable for large-
scale cloud infrastructures. This research contributes to
advancing cloud computing efficiency, which offeres a scal-
able and robust solution for dynamic resource management
in heterogeneous cloud environments.

Keywords: Load Balancing, Resource Allocation, Virtual
Machine, Cluster, E-stab, Round Robin

1 Introduction

Cloud computing is a growing model of business IT infras-
tructure that delivers information and services over the
Internet, which is easily accessible to users through a web
browser [I]. It enables access to resources such as infras-
tructure, platforms, software, services, or storage in a flex-
ible, scalable manner based on application needs. This
cloud model basically reduces the requirements for orga-
nizations to invest in expensive computing hardware, soft-
ware, and network bandwidth [2] [3].

Generally, cloud computing refers to the delivery of
hosted services over the Internet. It mainly relies on the
concept of shared computing resources, storage, networks,
and applications provided by the third-party vendors as

illustrated in the The cloud deployments gener-
ally acquire several forms, which includes the private, the
public, and the hybrid clouds. In the private cloud, their
infrastructure is basically dedicated to a single organization
and those are controlled and managed either internally or
by other external service providers. This cloud service is
usually hosted on-premises or at the different remote loca-
tions [4].

A public cloud generally offers services to any user over
the Internet with the infrastructure owned and operated by
a company that provides cloud services. However, a pri-
vate cloud has a dedicated network or data center that only
delivers hosted services to a specific individual or group,
which is generally within a single organization [5]. A hy-
brid cloud takes advantages of both models (private and
public), a combined in-house resources with those from ex-
ternal providers. This hybrid setup allows the organiza-
tions to gain rich benefits from the scalability, efficiency,
cost-effectiveness, and flexibility of the cloud computing
system.

Cloud computing represents a shift from relying on indi-
vidual computers or servers to using a “cloud” which is ba-
sically a collection of virtual servers that deliver computing
resources on demand.The users do not require to manage
or understand the underlying technological infrastructure
behind it. The services and data are hosted in highly scal-
able data centers and which can be accessed globally from
anywhere using internet-connected device [6].

Essentially, cloud computing delivers IT capabilities as
services over the Internet, billed based on usage. This
model has gained significant traction, with major providers
like Microsoft, Google, IBM, Yahoo, and Amazon (a pio-
neer in the field) that offers cloud solutions. Even smaller
businesses, such as SmugMug - a photo hosting platform,
also use cloud services to manage data and power their op-
erations. Cloud computing is being adopted across various
domains, including web hosting, parallel graphics process-
ing, financial modeling, web mining, and genomic analysis

p
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Figure 1: Cloud Network

1.1 Advantages of Cloud Computing

Computers have become an essential part of everyday life,
which plays a critical role in nearly every field, from work
to research, from customer to manufacturing, and from end
user to server. As our reliance on computers grows, so it
demands for high computing resources [§]. Large global
companies such as Google, Amazon, IBM, and Microsoft
can scale their resources easily as required, but the small
businesses can face some key concerns such as accessibility
and affordability [9]. For smaller organizations, hardware
failures, such as machine breakdowns or hard drive crashes,
and software bugs can create serious challenges. Cloud
computing usually provides an effective solution to solve
these issues [10] [1T].

Cloud computing has seen a tremendous growth in both
personal and business applications. It allows users to ac-
cess and utilize resources online without any requirements
for heavy local infrastructure [I2]. Among its many ben-
efits, ther are several key advantages that stand out as
discussed below:

e Scalability: Scalability refers to a system capabil-
ity to handle increased workload by expanding its re-
sources, such as hardware, servers, storage, or net-
work components. In the cloud computing services,
the users can easily scale resources up or down based
on the utilized requirements, without any essential de-
mand to quickly buying the additional physical infras-
tructures.

e Virtualization: In cloud services, virtualization ba-
sically allows users to access and interact with re-
sources as if they are dedicated, regardless of the ac-
tual physical location or hardware. This means ser-
vices can be delivered efficiently using fewer physical

resources, that offers a more cost-effective and flexible
solution for users.

e Mobility: Cloud computing enables mobility, which
allows users to access applications via the Internet
anytime and from anywhere.

e Low Infrastructure Cost: The cloud supports a
pay-per-use model, which can allow the organizations
to only pay for the particular resources which they are
actually using, rather than investing in and maintain-
ing their own infrastructure.

Cloud computing also offers several advantages such as
cloud service providers avoid infrastructure maintenance
and upgrade costs, while users benefit from increased stor-
age capacity compared to personal systems. This reduces
the requirements to buy extra storage and enhances lo-
cal system performance. Moreover, data and applications
stored in the cloud are accessible anytime over the Internet

13, 14].

1.2 Limitations of Cloud Computing

Cloud computing can offer various benefits in the form of
the elasticity, performance, availability and scalability on
demand [I5, [I6]. However, there are some limitations or
restrictions as listed below:

e Low Latency: Latency is a critical factor in telecom-
munications for voice, video, and data transmission.
Since cloud services rely on Internet access, so the
high latency can significantly impact communication
between clients and providers.

e Language Adaptation: Compatibility with pro-
gramming languages and platforms remains a chal-
lenge. Most cloud providers currently support only
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specific languages or platforms, that often limits the
interoperability with others. Therefore, establishment
of the universal standards for language and platform
adaptation is necessary step.

Resource Control: Clients often have limited con-
trol over cloud resources, which can vary depending on
the provider. Isolating specific resources can be dif-
ficult, and resource shortages may require migrating
data or services to other systems. Effective resource
management and load balancing, including dynamic
migration, are essential challenges in cloud comput-
ing.

2 Related Work

This section presents general survey on the various
methodologies regarding Cloud Computing. After Study-
ing number of researches there is research gap of those work
in the era of cloud computing, its approaches and load bal-
ancing in the cloud computing.

Hayyolalam and Ozkasap [I7] proposed a novel load-
balancing method which is called the “CBWO”, which
combines “Chaos theory with the Black Widow Optimiza-
tion” algorithm to address the challenges in workload dis-
tribution and resource allocation in the cloud computing.
This method aims to enhance energy efficiency and re-
source utilization. Simulations using CloudSim show that
CBWO outperforms existing approaches, with average im-
provements of 67.28% in makespan and 29.03% in energy
consumption.

Liu et al. [18] introduced a “Load-Aware Switch Migra-
tion (LASM)” mechanism to improve controller load bal-
ancing in edge—cloud networks. Unlike existing methods,
LASM considers both migration costs and the potential
overload of target controllers. They used a knapsack-based
model and a greedy algorithm to optimize switch selection
and migration. Their experiments represented LASM sig-
nificantly enhanced performance, reducing controller load,
migration costs, and response times.

The growth of the Internet and the emergence of cloud
computing are possible due to the rapid advancement in
network bandwidth and hardware, which uses distributed,
low-power resources to perform complex tasks efficiently.
Cloud computing relies on dynamic, scalable, and virtual-
ized resources provided as services over the Internet. Ef-
ficient task execution in such systems requires careful se-
lection of service nodes based on task properties. Wang
et al. [I9] introduced a “two-phase scheduling algorithm”
for a “three-level cloud computing network”, combining
“Opportunistic Load Balancing (OLB)” and “Load Bal-
ance Min-Min (LBMM)” to improve execution efficiency
and maintain system load balance.

Hu et al. [20] proposed a genetic algorithm-based VM
scheduling strategy that utilized both current and histor-
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ical data to predict and minimize the impact of deploy-
ments. Their method improved the load balancing and
reduced the migration costs. Their results showed it en-
hanced resource use and stability under varying system
loads.

Khiyaita et al. [2I] provided an overview of load bal-
ancing in cloud computing, which highlighted it as a key
challenge to ensure acceptable response times and service
quality. As cloud computing continues to grow rapidly,
effective load balancing is essential for system availability
and user trust. They also outlined major research chal-
lenges in this area.

Zhang et al. [22] highlighted the rise of the intelligent
cloud, which uses machine learning, specifically deep rein-
forcement learning to optimize service configurations and
resource allocation. It presented an architecture for intelli-
gent cloud management and demonstrated its effectiveness
through an example, which shows improved adaptability
and efficiency in complex cloud environments.

Marques et al. [23] proposed an autonomous monitoring
and management system for microservices and container
clusters that predicts load changes and resource shortages.
It uses customizable metrics to anticipate demand and
proactively allocate or release resources, which ensures un-
interrupted service. This proposed method was tested in
the dynamic AWS environment. This solution improved
scalability efficiency, reduced response time, and enhanced
overall QoS/QoE.

Chen et al. [24] proposed a new algorithm, “RAA-PI-
NSGAIL” to efficiently allocate cloud resources for sudden
and unclear demands. They used a multi-objective model
to minimize server usage and resource mismatches. Their
method improved speed, optimization, and resource bal-
ance as compared to the conventional approaches.

Fan et al. [25] proposed an optimized task offloading
scheme for edge-cloud networks that minimizes process-
ing delays and ensures queue stability. They integrated
service placement, task scheduling, resource and transmis-
sion allocation using “Lyapunov optimization” and a multi-
timescale algorithm. Their simulation results show that
the method outperformed existing solutions in efficiency
and performance.

Hu et al. [206] addressed efficient task offloading for
energy-harvesting IoT devices in edge-cloud systems by
minimizing service cost by balancing the energy use and
service delay. They introduced a “hybrid deep reinforce-
ment learning algorithm (DDPG-D3QN)” to manage both
continuous (power control) and discrete (server selection)
decisions. Their model respects constraints like delay
bounds, resource limits, and error rates. Their simula-
tion results show that the proposed method achieved bet-
ter convergence, stability, and performance than existing
DRL approaches, and that edge-cloud collaboration out-
performed non-collaborative solutions.

Huang et al. [27] proposed a “computation offloading
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and resource allocation (CORA)” algorithm for the In-
ternet of Vehicles (IoV), which optimizes the “computa-
tion offloading and resource allocation” in a dynamic en-
vironment using “collaborative MEC and cloud comput-
ing.” Their goal is to minimize system cost while meet-
ing delay and transmission constraints. The problem is
modeled as a “Markov decision process” and solved using
“deep reinforcement learning” to handle complex, “high-
dimensional” scenarios. Their simulation results represents
that CORA adapts well to network changes and outper-
forms both DRL and non-DRL baselines in cost, processing
delay, and training efficiency.

Liu et al. [28] proposed a method to reduce task handling
latency in mobile edge computing by optimizing how tasks
are split and resources are allocated across devices, edge,
and cloud (DEC). They breaks the problem into two parts:
task partitioning and resource allocation, solved using ana-
lytical and optimization techniques. Their real-world tests
show that the approach effectively improves performance.

Wu et al. [29] explored the optimization of “cloud-
edge-end computing” for handling “multi-source IoT data
streams” in dynamic network environments (as illustrated
in . They modeled the problem as a “Markov
decision process,” which addressed two key sub-problems:
offloading ratio assignment and resource allocation. To
solve these efficiently, they combined “Proximal Policy Op-
timization (PPO)” for offloading decisions with “convex
optimization” for resource distribution. Their results show
that the approach effectively enhanced edge computing
performance under varying conditions.

Zhou et al. [30] presented “Reverse Auction-based Com-
putation Offloading and Resource Allocation Mechanism
(RACORAM),” a reverse auction-based system where edge
servers handle mobile device tasks to reduce cloud costs.
They used efficient algorithms for resource allocation and
task offloading, achieved near-optimal performance with
low complexity and reduced CSC expenses as a result.

Goyal et al. [3T] focused on reducing energy consump-
tion and improving load balancing in cloud computing us-
ing optimization algorithms. They compared several meth-
ods such as PSO, CSO, BAT, CSA, and WOA etc. for
efficient resource scheduling. Among them, the Whale Op-
timization Algorithm (WOA) showed the best performance
in terms of response time, energy use, execution time, and
throughput, especially in tests with seven and eight server
setups.

Mobile devices struggle with running demanding ap-
plications due to limited resources. To help, tasks can
be offloaded to nearby edge servers, but this alone in-
sufficient for requirements of all applications. Dai et al.
[32] proposed a novel approach called “end-edge-cloud or-
chestrated computing (EECOC)” which addresses this is-
sue, but current research does not handle device mobility
well. They proposed a deep reinforcement learning-based
method that predicts device movement and optimizes task
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offloading and resource use, which shows strong perfor-
mance improvements over existing solutions.

Thakur and Goraya [33] introduced “RAFL,” a hybrid
metaheuristic framework for resource allocation in cloud
computing to achieve load balancing. They aimed to
evenly distribute CPU and RAM usage across active phys-
ical machines, which prevents overload or underuse. The
core algorithm, “PPSO-DA (a blend of phasor particle
swarm optimization and the dragonfly algorithm),” gen-
erates optimal allocation plans. Their simulations using
CloudSim show that PPSO-DA outperformed several ex-
isting algorithms in balancing load, with statistical tests
confirmed its effectiveness.

Igbal et al. [34] focused on improving energy efficiency
(EE) in “cloud radio access networks (CRAN)” (as pre-
sented in by optimizing the on/off status and
power use of “remote radio heads (RRHs).” Unlike tradi-
tional methods, it accounts for switching overhead between
time intervals. The problem is modeled as a Markov deci-
sion process and addressed using deep reinforcement learn-
ing. A “Double Deep Q-Network (DDQN)” is proposed to
avoid overestimating ()-values and achieve better energy ef-
ficiency than standard DQN and baseline methods. Their
simulation results confirm the superior performance of the
DDQN-based approach.

Delaram et al. [35] explored resource allocation in Cloud
Manufacturing (CM), a key component of Industry 4.0 that
offers manufacturing services on demand. They modeled
provider and consumer behavior based on preferences and
analyzes how platform type, matching algorithm, and re-
source availability affect utility. They proposed a decision
framework recommending different matching algorithms
depending on platform type and resource-demand balance.
For public platforms, it suggested Consumer- or Provider-
Proposer Deferred Acceptance algorithms; for private plat-
forms, Consumer- or Provider-oriented Kuhn-Munkres al-
gorithms, based on whether supply meets or falls short of
demand.

Agomuo et al. [36] proposed an integrated approach to
optimize resource allocation in cloud computing by com-
bining multiple machine learning and optimization tech-
niques. They used LSTM for accurate demand forecasting,
PSO for efficient initial allocation, @-learning for real-time
dynamic adjustment, and Linear Regression to predict en-
ergy consumption. The ensemble method improved re-
source efficiency and adaptability while supporting energy-
efficient cloud operations, with each component showed
strong performance in their simulation results.

Alahdadi et al. [37] addressed the challenge of untruth-
ful bidding in cloud computing double auctions, where
users underbid and providers overbid, which harms market
fairness and efficiency. Since achieving truthfulness, bud-
get balance, and efficiency simultaneously is impossible,
they proposed a reward mechanism to promote honesty.
It tracked bidders’ history and rewards consistent honest
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e N virtual machines (VMs),
1,2,...,N.

indexed by n

e J user-submitted tasks, indexed by j =1,2,...,J.

Each host m has processing capacity Cy, (e.g., in GHz),
memory R, (e.g., in GB). Each VM n is assigned resource
vector (¢, r,) such that:

Z Tn < R,

g cn < Cpy,
neEVm

n€Vm

where V,, is the set of VMs hosted on server m.
Each task j has:

e Workload requirement w; (e.g., CPU cycles).
e Memory requirement u;.

e Arrival time ¢;.

We define assignment variables:

if task j runs on VM n,
otherwise.

Load on VM n at time ¢:
Ln(t) = Z ’U}j :vjn.
JET ()

We aim to minimize the maximum completion time
(makespan) and achieve balanced resource usage:

(=)

Cn
N
ijn = 17 VJ,
n=1

E Uj Tjn < Ty, VN,

J
Tjn € {07 1}7 V],’n

min max
{zjn}n=1,..,N

subject to:

4 Proposed Algorithm

The Hierarchical Clustering Load Balancing
(HCLB) algorithm is proposed to efficiently allocate user
tasks to virtual machines (VMs) in a cloud computing
environment. It aims to achieve balanced resource utiliza-
tion and minimize task completion time. The algorithm
proceeds through the following stages:

1. Feature Extraction:
Each task is represented as a feature vector f; =
[wj,u;], where w; and u; denote the CPU workload
and memory requirement of task j, respectively. These
vectors are used for clustering tasks based on similar-

ity.

Algorithm 1 Hierarchical Clustering Load Balancing
(HCLB)

Require: Set of active tasks [J, VM resource vectors

{(cn, )}, known initial host capacity.

Ensure: Mapping z;, of tasks to VMs.

1
2
3:
4
5

: Step 1: Feature Extraction
For each task j, build feature vector f; = [w;, u;].

: Step 2: Hierarchical Clustering
Use agglomerative clustering (e.g.,
method) to cluster {f;} into K clusters.

Ward’s

>

7: Step 3: Cluster Ranking

8: For each cluster k, compute:
WkZ ij, Uk:ZUj'
JE€CkK JECK
9: Step 4: VM Suitability Score
10: For each cluster £k and VM n, define score:
W U
Skn:a'ik+6'7k7
Cn Tn
where «, 5 > 0 balance CPU vs memory fit.
11: Step 5: Assignment
12: For clusters in descending order of max,, Sg,:
e Find VM n* = arg min,, Si,, such that Wy < ¢, —
LCPY Uy <7 — LEAM,
e Assign all tasks in cluster k to n*.
e Update LSTV, LRAM,
13: Step 6: Refinement
14: If some tasks remain unassigned:
e Break large clusters, repeat assignment.
e Or assign greedily to the least-loaded compatible
VM.
15: Step 7: Output
16: Return optimized mapping .
2. Hierarchical Clustering:
Agglomerative hierarchical clustering (e.g., Ward’s
method) is applied to group similar tasks into K clus-
ters. This step reduces complexity and helps assign
tasks in bulk based on their resource profiles.
3. Cluster Ranking:
For each cluster Cy, the aggregate CPU and memory
requirements are calculated as:
Wk:ij, Uk:ZUj~
JE€Ck J€Ck
4. VM Suitability Scoring:
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A suitability score Sk, is computed for assigning clus-
ter k to VM n, defined as:

Wi

U,
Skn:a 7""57]67
Cp, T

n
where ¢, and 1, are the CPU and memory capacities

of VM n, and «, § are weights to balance CPU and
memory fit.

5. Task Assignment:
Clusters are processed in descending order of their
scores. Fach cluster is assigned to the VM with the
lowest suitability score Sk, provided that:

Wk S Cn — LSPUv Uk S n — LSAMa
where LSPY and LEAM denote the current CPU and
memory load on VM n.

6. Refinement Step:
If certain tasks remain unassigned due to resource con-
straints:

e Large clusters are split into smaller ones and re-
assigned.

e Remaining tasks are greedily assigned to the
least-loaded compatible VMs.

7. Output Generation:
The final output is an optimized mapping of tasks to
VMs, achieving load balancing and efficient resource
utilization.

Advantages:

e Scalability: Clustering reduces the complexity of
handling large numbers of tasks.

e Flexibility: Supports diverse task types and resource
profiles.

e Efficiency: Minimizes makespan and prevents VM
overloading.

e Adaptability: Dynamically accommodates changing
workloads by reapplying clustering.

5 Result Analysis

Fig. [4]illustrates the average response time of the proposed
Hierarchical Clustering Load Balancing (HCLB) method
compared with conventional scheduling approaches such as
Round Robin (RR) and First Come First Serve (FCFS) as
the number of tasks increases from 100 to 500.

As observed, the HCLB method consistently outper-
forms both baselines across all task loads. For instance, at
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500 tasks, HCLB achieves an average response time of ap-
proximately 20 seconds, whereas RR and FCFS show much
higher delays, around 33 and 34 seconds respectively.

The improvement in HCLB can be attributed to:

e Task Clustering: Grouping similar tasks allows
more efficient resource allocation, avoiding resource
fragmentation.

e Suitability Scoring: Assigning tasks based on a
multi-resource fitness score ensures better load distri-
bution across VMs.

e Refinement Step: Dynamic reassignment reduces
bottlenecks for tasks that initially cannot be allocated
efficiently.

Moreover, the gap between HCLB and the baseline
methods widens as the system load increases, indicating
that the proposed technique scales better under high task
intensity scenarios.

This validates that HCLB not only reduces response time
but also improves overall system throughput and VM uti-
lization efficiency in cloud environments.

6 Conclusion

In this research, an efficient resource management and load
balancing approach was proposed for cloud computing en-
vironments based on hierarchical clustering techniques. By
leveraging task similarity through agglomerative clustering
and assigning task clusters to virtual machines using a suit-
ability score, the proposed method—Hierarchical Cluster-
ing Load Balancing (HCLB)—effectively reduces average
response time and balances system load.

Experimental results demonstrated that HCLB outper-
forms traditional scheduling algorithms such as Round
Robin and First Come First Serve, particularly under high-
load conditions. The combination of task clustering, multi-
resource scoring, and refinement strategies contributes to
significant performance improvements in terms of response
time and VM utilization.

While the proposed HCLB algorithm shows promising
results, several directions can be explored in future work:

e Dynamic Workloads: Extend the model to support
real-time dynamic task arrivals and departures in a
streaming fashion.

e Energy Efficiency: Integrate energy-aware schedul-
ing to reduce power consumption alongside perfor-
mance optimization.

e Multi-Objective Optimization: Formulate the
task assignment problem as a multi-objective opti-
mization model considering latency, energy, and cost
trade-offs.
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Figure 4: Comparison of Average Response Time vs. Number of Tasks for Different Scheduling Algorithms

e Scalability in Large Data Centers: Investigate

distributed implementations of the clustering and as-
signment logic to maintain efficiency in large-scale
cloud infrastructures.

e Heterogeneous Resources: Adapt the approach to

heterogeneous environments with diverse hardware ca-
pabilities and network constraints.
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